Table 1 (Question 7)
Descriptive statistics for raw pretest score, three raw posttest measures and the mean posttest measure.  

	Measures
	M
	SD
	Min
	Max
	Skew

	Pretest
	60.87
	4.06
	51.00
	68.00
	-0.29

	Conceptual Posttest
	70.07
	10.89
	52.00
	89.00
	0.03

	Perceptual Posttest
	64.52
	16.03
	40.00
	86.00
	0.01

	Procedural Posttest
	87.20
	4.89
	75.00
	99.00
	0.00

	Mean Posttest
	73.93
	9.74
	60.67
	87.00
	-0.02


Question 8
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Question 9
It seems that those in Explore condition scored higher on the global PostTest measure than those in Teach condition, suggesting active exploration promotes learning compared to passive teaching.
10. When fitting a model to data, the data analyst faces two conflicting goals. What are those two goals and why are they conflicting?

To create a model that represents the data as accurately as possible (i.e. reduces error as best as possible) and to provide a parsimonious representation of the data. The tension lies between the two goals of error reduction and simplicity. Reducing error involves adding parameters to the model, making the model more complex. However, more parsimonious models are useful for generating future predictions. To reduce the complexity of the model, you need to remove parameters, which (almost) always increases error.

11. What are two consequences of using sum of squared errors rather than the sum of errors as a summary measure of model error?
When we use the sum of squared errors, the sign of the errors no longer matter (positive and negative errors do not cancel each other out). Secondly, large (outlier) errors are penalized more heavily because they are squared.

